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Background
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Domain Adaptation

Train a model for Target Domain

Unsupervised 

domain

adaptation (UDA)
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Different Variants of UDA

[1] Pau Panareda Busto and Juergen Gall. Open set domain adaptation. In ICCV, 2017.

[2] Saito, Shohei Yamamoto, Yoshitaka Ushiku, and Tatsuya Harada. Open set domain adaptation by backpropagation. In ECCV, 2018.

Shared label set is 

known in advance
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Universal Domain Adaptation

You, K., Long, M., Cao, Z., Wang, J., and Jordan, M. I. Universal domain adaptation. In CVPR, 2019.

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑥𝑡 → {𝑠𝑜𝑢𝑟𝑐𝑒𝐿𝑎𝑏𝑒𝑙𝑆𝑒𝑡 + unknow 𝑐𝑙𝑎𝑠𝑠}

6



Existing work
--- A review of existing algorithms for universal domain adaptation
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Universal Adaptation Network (UAN)

You, K., Long, M., Cao, Z., Wang, J., and Jordan, M. I. Universal domain adaptation. In CVPR, 2019.
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A Sample Selection Approach for Universal 
Domain Adaptation

Omri Lifshitz, Lior Wolf. A Sample Selection Approach for Universal Domain Adaptation. arXiv:2001.05071, 2020.

𝐿 𝑥
= 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑙𝑜𝑠𝑠 𝑜𝑓 𝑝𝑠𝑒𝑢𝑑𝑜 𝑙𝑎𝑏𝑒𝑙
+ 𝑏𝑎𝑡𝑐ℎ 𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 𝑙𝑜𝑠𝑠
+ 𝑑𝑜𝑚𝑎𝑖𝑛 𝑎𝑑𝑣𝑒𝑟𝑠𝑎𝑟𝑖𝑎𝑙 𝑙𝑜𝑠𝑠
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Only target instances are weighted



DANCE

Kuniaki Saito, Donghyun Kim, Stan Sclaroff, Kate Saenko. Universal Domain Adaptation through Self Supervision. arXiv:2002.07953, 2020. 

Domain specific batch normalization is also used to enhance 

alignment between source and target domain.
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A proposed solution: DETECT
--- A Deep Discriminative Clustering Baseline for 

Unsupervised and Universal Domain Adaptation
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➢ To learn the intrinsic discrimination of target data in an unsupervised 
manner, regularized by the labeled discrimination of source data in an 
unknown but shared label space.

➢ To reduce contamination of the intrinsic target discrimination during 
the source regularization.

Our basic idea
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Framework

Target samples 

Source samples 

Shared label space 

Neighborhood 

• Applying deep discriminative clustering to those target instances with high probabilities in the 

shared label space, regularized by the source labeled data.

• A neighborhood-preserved module is introduced to reduce contamination of the intrinsic target 

discrimination.
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Deep discriminative clustering

• Introducing an auxiliary distribution 𝑄𝑡, and then minimizing:

𝐾𝐿(𝑄𝑡||𝑃𝑡)

• The 𝑄𝑡 is computed by minimizing:

𝐾𝐿(𝑄𝑡| 𝑃𝑡 +𝐾𝐿(𝑔𝑡||𝑢𝑡)

[1] Ryan Gomes, Andreas Krause, and Pietro Perona. Discriminative clustering by regularized information maximization. In NIPS, 2010.

[2] Junyuan Xie, Ross B. Girshick, and Ali Farhadi. Unsupervised deep embedding for clustering analysis. In ICML, 2016.

[3] Dizaji, Amirhossein Herandi, Cheng Deng, Weidong Cai, and Heng Huang. Deep clustering via joint convolutional autoencoder embedding and relative entropy minimization. In ICCV, 2017.

𝑃𝑡: a prior distribution of selected target data over K clusters.

𝑔𝑡: the empirical probability of target assignments over the K clusters with 𝑔𝑡 = 𝑀𝑒𝑎𝑛𝑖𝑄𝑖
𝑡.

𝑢𝑡: a uniform distribution.

A self-training method to 

build decision boundaries
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Neighborhood-preserved embedding

Cai, Xiaofei He, Jiawei Han, and Thomas S. Huang. Graph regularized nonnegative matrix factorization for data representation. IEEE Trans. Pattern Anal. Mach. Intell., 33(8):1548–1560, 2011.

Feature

Extractor

Building the similarity of neighboring 

instances from the initial training step.

Feature

Extractor Neighborhood-preserved embedding in 

the latter training steps.
Target instances
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An OOD technique by using auxiliary data

Minimizing    𝑅𝑂𝑂𝐷 = 𝐾𝐿(𝑈||𝑃′)

Trainable

Classifier

Feature

Extractor

Auxiliary data

𝑈 : uniform distributions

Kimin Lee, Honglak Lee, Kibok Lee, and Jinwoo Shin. Training confidence-calibrated classifiers for detecting out-of-distribution samples. In ICLR, 2018.
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Learning and inference

• Learning:

• Inference:

Neighborhood-preserved embedding

Regularization by source and auxiliary data

Deep discriminative clustering

Unknown label Threshold
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Experiment

• Ablation study
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Experiment

• Convergence performance and threshold sensitivity
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Experiment

• Feature Visualization
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Experiment

• Analysis on different settings
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Experiment

• Results comparing to the existing methods
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Discussion

• Relationship between the detection of instances of unknown categories in 
Universal domain adaptation & the Out-of-Distribution (OOD) detection?

• Is really Universal domain adaptation solvable, and in what conditions 
does it can work?

• Is the evaluation metric of AA enough?

• Tune the hyper-parameters on a test dataset is really well?
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Future work

• Focusing on semantic OOD detection;

• Discovering a new dataset for Universal domain adaptation, where the 
test data is may never be used to tune the parameters of any model;

• A better evaluation metric is need to better balance between the 
classification accuracy and the detection accuracy, which should 
depend on different applications;

• Discovering the conditions when Universal domain adaptation can 
work and can not work? 

24



Thank you for listening
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